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Abstract—Voltage scaling is desirable in static RAM (SRAM) to
reduce energy consumption. However, commercial SRAM is sus-
ceptible to functional failures when �� is scaled down. Although
several published SRAM designs scale �� to 200–300 mV, these
designs do not sufficiently consider SRAM robustness, limiting
them to small arrays because of yield constraints, and may not
correctly target the minimum energy operation point. We examine
the effects on area and energy for the differential 6T and 8T bit
cells as �� is scaled down, and the bit cells are either sized and
doped, or assisted appropriately to maintain the same yield as
with full ��. SRAM robustness is calculated using importance
sampling, resulting in a seven-order run-time improvement over
Monte Carlo sampling. Scaling 6T and 8T SRAM �� down to
500 mV and scaling 8T SRAM to 300 mV results in a 50% and
83% dynamic energy reduction, respectively, with no reduction
in robustness and low area overhead, but increased leakage per
bit. Using this information, we calculate the supply voltage for a
minimum total energy operation � ���� based on activity factor
and find that it is significantly higher for SRAM than for logic.

Index Terms—Low power, near threshold, robustness, static
RAM (SRAM), threshold voltage tuning.

I. INTRODUCTION

R EDUCTION of energy consumption is desirable in mi-
croprocessors to enable longer battery life and adequate

heat dissipation. A simple and effective way to reduce energy is
to scale down supply voltage. This delivers a quadratic saving in
dynamic energy consumption and a linear reduction in leakage
power [1]–[3]. As shown in Fig. 1, as is scaled down into
the near-threshold region, between 400 and 700 mV, the en-
ergy per operation is significantly reduced and delay degrades
gracefully [1], [2]. As is scaled further, delay increases dra-
matically, and total energy per cycle increases because leakage
energy dominates. Leakage energy per computation increases
as is scaled down, even though leakage power decreases,
since it is proportional to delay, which increases exponentially
in the subthreshold region. There exists a supply voltage where
the total energy per operation is minimized .
heavily depends on the ratio of dynamic-to-leakage energy for
the circuit. Compared to combinational logic, which commonly
has subthreshold , caches have more idle circuitry and
a lower activity rate. This increases the ratio of leakage to
the dynamic energy and subsequently increases into the
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Fig. 1. Voltage scaling quadratically reduces dynamic energy and linearly re-
duces leakage power. Since delay increases exponentially, leakage energy per
instruction increases and dominates total energy at low � . These competing
trends result in a � that minimizes total energy per instruction, denoted by
� .

near-threshold region for common cache configurations. In this
paper, we target SRAM designs to robustly operate near
in the near-threshold region.

As is scaled down, the ON/OFF current ratio for devices
is reduced and the noise margins diminish. Typically, CMOS
circuitry maintains adequate robustness in the presence of these
effects. However, static RAM (SRAM) becomes more prone to
functional failures at low , as evidenced by the reduction
in the static noise margin (SNM) shown in Fig. 2(a) [4]. In ad-
dition, at low , bit cells are more susceptible to varia-
tion caused by random dopant fluctuation (RDF). RDF shifts the

of each transistor independently, causing mismatch within
bit cells and greatly reducing the SNM, as shown in Fig. 2(b).
When the SRAM is scaled down, these shifts have
a greater impact on device currents. At near-threshold supply
voltages, RDF is the dominant form of process variation, and
the foremost reason for poor robustness in subthreshold and
near-threshold SRAM. Making SRAM transistors larger can in-
crease the SRAM robustness since nonuniformities in channel
doping average out, resulting in more uniform device s [5].
The cost of increased device sizing is larger SRAM area and
higher energy.

One proposed solution for near-threshold SRAM is the 8T
bit cell [6]. The 8T bit cell connects two additional stacked
negative-channel FETs (NFETs) to the differential 6T structure
to isolate the read and write accesses. A separate read word-
line (WL) and read bitline (BL) are employed to perform a
single-ended read on the bit cell with no risk of upsetting the
bit cell’s value. The separate read structure allows the other six
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Fig. 2. Voltage scaling reduces SNM. (a) Ideal SNM scales with � . (b) RDF
induced � variation causes mismatch in SRAM bit cells, reducing robustness
and making the SNM smaller. At near threshold, SRAM robustness is more sen-
sitive to � variation because drain current is more sensitive to gate overdrive.

devices to be sized and doped appropriately to ensure write sta-
bility. A typical 8T bit cell is over 33% larger than a differen-
tial 6T bit cell, but may have higher array efficiency [6]. Fur-
ther solutions for high robustness SRAM use read and write as-
sist circuits [7]–[11]. These circuits modulate the WL, BL, or
supply voltages to prevent functional failure. These techniques
have the advantage of keeping bit cell density high, but may
require extra overhead such as additional peripheral devices or
voltage sources.

Numerous ultralow energy SRAMs reduce energy by scaling
to subthreshold levels [11]–[15]. A single-ended 6T

SRAM has been demonstrated, which is functional below 200
mV with a 40% area penalty [11]. A multiplexer tree can be
used to read data values and improve read stability [12]. A
10T bit cell was designed with assist circuitry to improve BL
sensing [13]. Incorporating a Schmitt trigger into the cross-cou-
pled inverters can prevent read failures and improve hold
margins [14]. Also, multiple- designs exist for improving
robustness and reducing leakage [15]. Many of these ultralow
energy SRAMs exhibit insufficient robustness for commercial
designs, where SRAM sizes reach megabytes, limiting them to
small arrays and sensor applications. Also, increased delay, and
thus leakage, for these architectures may cause subthreshold
operation to be suboptimal for minimum energy operation.

In our study, we take a new look at the existing differential
6T and 8T bit cell architectures by thoroughly comparing the
two designs in robustness, area, delay, and energy in the su-
perthreshold and near-threshold voltage regimes, in order to ex-
plore energy savings through voltage scaling [6]. In our study,
we constrain all bit cells at all s to have equal robustness to
a commercial differential 6T at a 1-V supply. As is scaled
down, either the bit cell doping and sizing will be adjusted or
assist circuits will be employed to meet these constraints.

To calculate robustness, we model RDF-induced random
process variation. The effects of process variation may be
measured through either SNM measurement, corner case anal-
ysis, Monte Carlo simulation, or analytical modeling [4], [16].
However, SNM analysis does not consider the dynamic nature
of noise injection. Corner case analysis is pessimistic, resulting
in over-optimized bit cells and unnecessary area and power.
Monte Carlo simulation is extremely computationally intensive

for SRAM because the acceptable failure rate is low. Alterna-
tively, we calculate the SRAM robustness using importance
sampling. We sample heavily in the failure region of interest,
reducing the number of samples needed to characterize the
failure modes [17]. The resulting samples are weighted using
device probabilities to calculate the SRAM yield [18].
Importance sampling allows us to accurately and efficiently
calculate bit cell yield.

We find that halving supply voltages from 1 V to 500 mV
for differential 6T bit cells halves dynamic energy with either
a 40% area overhead or a 200 delay penalty for maintaining
robustness. Halving supply voltages for 8T bit cells also halves
dynamic energy with no area overhead and preserved cache la-
tency. The 8T bit cell can be further scaled to 300 mV to cut
dynamic energy by 83% with a negligible area overhead. Using
this information, we find the and energy at .

can be as low as 300 mV for 8T L1 caches with high ac-
cess rates, and as high as 950 mV for L2 caches with low access
rates.

In this paper, we contribute a framework for selecting an ap-
propriate SRAM architecture given a set of design constraints,
including near-threshold robustness. For the first time, we show
that for SRAM is significantly higher than voltages tar-
geted in previous designs, and hence guide the focus of new
SRAM research for energy efficiency.

The rest of this paper is organized as follows. Section II dis-
cusses the topology and operation of the candidate architectures.
Section III examines the simulation setup and importance sam-
pling methodology. We present our results in Section IV and
Section V concludes the paper.

II. CANDIDATE SRAM ARCHITECTURES

A. Differential 6T Bit Cell

For the differential 6T bit cell shown in Fig. 2(a), a read is
performed by precharging and floating the BLs (BL and ) in
the desired columns at , and asserting the WL in the desired
rows. The bit cell pulls down either BL or , depending on the
bit cell’s state, and the voltage differential is detected using a
sense amplifier. A write is performed by driving opposite values
onto the BLs and asserting WL, overwriting the value held in the
bit cell.

Bit cells are susceptible to four prominent failure modes: read
upset, write, timing, and hold. During a read operation on a 6T
bit cell, noise is injected from the BL through the pass gate tran-
sistors to the node holding a zero value. Read upset occurs when
the voltage transient on the zero node causes the bit cell value
to flip. Read upset tolerance heavily depends on the cell ratio
(on-current ratio of the pull down to pass gate transistors) as
well as the feedback from the cross-coupled inverters. Write sta-
bility requires adequate pass gate transistor strength to overwrite
the value held in the bit cell. The most critical transistors for a
write are the pass gate device connected to the BL at a ZERO
value and the pull up PMOS holding the bitcell node to ONE.
The requirements for both read and write stability place con-
tradicting requirements on pass gate strength. For this reason,
at lower voltages, 6T bit cells must be sized up substantially or
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Fig. 3. Candidate bit cells: (a) differential 6T and (b) 8T.

doped differently to achieve both read and write stability, or they
may not be able to achieve both.

B. SRAM Assist Circuits

As an alternative to sizing the 6T bit cell, assist circuits can
be used to prevent failure. Read upset can be prevented by low-
ering the WL voltage in relation to the SRAM array [7].
This reduces the cell ratio of the bit cell, but increases delay,
hurts write stability, and requires an additional voltage source.
To prevent write failures, a dual- WL or additional write
assist circuitry can be employed. In a dual- scheme, WL
voltage is only reduced when a read access is performed. This
requires additional decoding and a more complex WL driver to
select between two WL voltages.

Dual- WL and other schemes have also been proposed
to enhance write robustness. During a write operation, the WL
voltage can be increased above the SRAM array , thereby
increasing the effective pass gate strength [8]. Another way
to increase pass gate strength and write stability is to pull the
BL to a negative voltage [9]. The negative BL voltage must
not turn on unaccessed devices on the same BL and must not
cause intolerable junction leakage. Both the dual- and
negative BL techniques require an additional voltage source.
Another write assist method droops the SRAM array and
GND during a write [10], [11]. This reduces the strength of the
cross-coupled inverters that hold the bit cell state, facilitating
write. Voltage drooping can be implemented with diode drops
in shared headers and footers. The drooped supplies must be
shared in a row or column, and unaccessed drooped bit cells
must retain their state.

C. 8T Bitcell

The 8T in Fig. 3(b) uses two additional transistors over the
differential 6T bit cell to isolate the read and write paths [6]. This
enables separate optimization of the read and write mechanisms.
The two stacked NFETs are connected to additional read word
and read bitlines (RWL and RBL), as well as one bit cell node to
perform a single-ended read. This read circuitry eliminates the
read upset failure mode. A write operation is performed simi-
larly to a write in the differential 6T bit cell; however, since the
pass gate devices and cross-coupled inverters are not used for
reading, they can be optimized solely for write.

The 8T bit cell has the same timing failure mode as the dif-
ferential 6T. However, since the 8T read is single-ended, dif-
ferential sense amplifiers cannot be used to improve delay and
minimize RBL swing. For our study, we sense an 8T read using

the same sense amplifier structure with one input tied to a refer-
ence voltage. The reference voltage must be sufficiently below

to sense the read of a 1. This necessitates that the BL falls
below the reference voltage to sense a 0, increasing the delay and
BL swing for an 8T read. In our study, this delay must be recu-
perated by optimizing the stacked NFETs used for reading. In-
creasing the strength of these devices does not exacerbate other
failure modes; however, it incurs area and energy penalties.

III. RELIABILITY ANALYSIS USING IMPORTANCE SAMPLING

A. Scaling Methodology for Iso-Robustness, Low
Operation

When SRAM bit cells are naively scaled into the
near-threshold region, significant energy gains are
achieved, but RDF and other process variations lead to func-
tional failures and low yield. In our study, we examine the
robustness of 6T and 8T SRAM in a 65-nm process when

is scaled to the near-threshold region. We constrain all bit
cells at all s to have the same robustness as the differential
6T bit cell at 1 V with sizes taken from commercial designs.
To meet these constraints, as the bit cells are scaled into
the near-threshold region, the bit cell device’s geometry and
dopings are optimized, or assist circuits are tuned. The delay,
density, and energy of the final bit cells are compared to find
the advantages and disadvantages of all designs.

B. Sizing and Doping Methodology

For our sizing and doping study, we adjust device strengths
to prevent functional failure when is reduced. We constrain
the bit cell delay to scale with logic, such that memory latency
(in cycles) is not affected when is scaled. The WL driver,
BL driver, and bit cell delays are monitored in this study. The
bit cell delay for a read is measured at the time when adequate
BL swing is developed for differential or single-ended sensing
with a commercial current-mode sense amplifier.

In modern SRAM designs, is optimized separately from
for logic to improve robustness and performance. The

65-nm process used in this study has a nominal of 1.1
V, and uses separate NFET s of 560 and 520 mV for the
pass gate and pull down devices, respectively. These s are
carefully chosen by manufacturers to enhance performance at
nominal ; however, as is scaled down, the criticality of
failure modes, and thus the optimal s change. Optimizing

can help SRAM meet delay requirements as well as control
the current ratios between devices to balance probabilities of
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different failure modes. When is tuned, is calculated
appropriately according to the device models. Circuit designers
have limited flexibility to tune ; therefore, in this study,
we optimize the device geometry alone and also geometry with
individual device s. Reasonable limits are placed on
to ensure realistic doping concentrations and tolerable leakage
power.

C. Assist Circuit Methodology

In our study of assist circuits, we maintain bit cell robust-
ness as is scaled down by adjusting the peripheral circuits.
Assist circuits are unnecessary for the 8T bitcell because there
is no read upset failure mode, and write stability can be main-
tained with minimal sizing. The 6T bitcell design in our study
is taken from a commercial design optimized for superthreshold
operation, and no device sizing or tuning is performed.
To maintain read stability, a dual- WL with reduced read
voltage is used. This read assist circuit incurs a delay penalty,
precluding isolatency voltage scaling, so there is no delay con-
straint for the assist circuit study. For write robustness, three
methods will be compared: overdriven WL, negative BL, and
supply rail drooping. In the latter two cases, the assist circuits
must be adjusted appropriately not to disturb the unaccessed bit
cells. The resulting decrease in bit cell performance and changes
in energy consumption are measured.

D. Robustness Calculation Using Importance Sampling

At this point, an accurate metric of SRAM robustness is nec-
essary to determine when optimization is complete. SRAM ro-
bustness is often measured using SNM because it is relatively
easy to compute. However, SNM does not consider the dynamic
nature of noise injection into bit cells. Since the probability of
injecting the same amount of noise changes as is scaled,
SNM does not translate directly to SRAM yield. Corner cases
can also be used to measure robustness; however, in general, the
supplied corner cases only consider global variation and not de-
vice mismatch. Since mismatch has a strong effect on the SRAM
yield, these cases are not sufficient. Corner cases involving mis-
match can be performed, but have several drawbacks. First, dif-
ferent transistors have differing criticality for SRAM function-
ality, but in corner case analysis the same amount of variation is
placed on each device, making the analysis incomplete. Second,
calculating the SRAM yield based on corner case simulations is
nontrivial.

For a complete look at SRAM, reliability sampling methods
like Monte Carlo are necessary. In Monte Carlo sampling, the
number of passing bit cells is divided by the total number of iter-
ations (n) to find the expected yield, as shown in (1) [17]–[19].
Process parameters such as and gate length are selected
from a probability density function (PDF), which represents the
natural variation in the process parameter. As shown in Fig. 4,
the PDF of in SRAM devices is modeled as a normal dis-
tribution. Since caches contain many bit cells, the failure rate
of each one must be very low in order to have high yield for
the cache. For example, to have a 99% yield for a small 8-kB
SRAM, the bit cell failure rate must be . To calcu-
late this bit cell yield using Monte Carlo, at least 10 million sim-

Fig. 4. For importance sampling, device � s are selected from the SPDF.
The SPDF is created by shifting the natural � PDFs into the failure region
by introducing mismatch between devices. By selecting � values from this
region of interest, the SRAM failure modes can be analyzed more quickly.

ulations must be performed, making this procedure computa-
tionally intensive. For larger caches, the required bit cell failure
rate is even lower and complete Monte Carlo analysis is almost
infeasible

where
pass
fail

(1)

(2)

(3)

(4)

(5)

For our study, we choose importance sampling as an effi-
cient and accurate way of calculating the SRAM robustness.
As shown in Fig. 4 and (2)--(5), the importance sampling tech-
nique chooses a new sampling PDF (SPDF) for each transistor
so that more failures are simulated. The of each transistor
is shifted by the value sampled from the PDF plus , to be jus-
tified later, to introduce enough mismatch into the bit cell to in-
crease the probability of failure. Since the natural occurrence of
these highly skewed devices is rare, the importance samples are
then weighted by the ratio of the probability of the large
shift in each transistor to the probability that these shifts
were sampled. These weighted values are then used to calculate
the bit cell yield. This method allows us to accurately measure
the region of interest where SRAM can fail with greatly reduced
computational complexity.

Since the sampling PDF and number of importance samples
have a large impact on experimental results, they were care-
fully chosen to maintain accuracy in the simulation while still
reducing simulation run-time. A small shift in the SPDF
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Fig. 5. Natural PDF is shifted into the failure region to create the SPDF. If the
SPDF is too similar to the PDF, then simulation run-time to calculate yield is
long because few failures are seen. If the SPDF greatly varies from the PDF,
then more samples are necessary for accurate yield calculations.

Fig. 6. After a sufficient number of importance samples have been simulated,
the calculated yield converges to the correct value.

would not introduce a large number of failures, thus negating the
variance reduction effect of importance sampling. Conversely,
an excessively large shift introduces failures, but causes
the sample weighting to be small and reduces the accuracy of
the simulation. A differential 6T bit cell is studied to find the op-
timal sampling PDF. As shown in Fig. 5, with less than a
shift, the sample failure rate is very low. Above a shift,
the calculated failure rate drops and is inaccurate. Therefore,
a shift is chosen for our study. After a sufficient number of
importance samples have been performed, the calculated failure
rate converges to its final value. Fig. 6 shows that the calculated
failure rate converges and more samples are taken. We deter-
mine that 20 000 samples are sufficient for accurate results. To
measure the failure rates in our study with Monte Carlo, at least

samples are needed, making importance sampling 50 mil-
lion times faster.

Fig. 7. Design methodology for yield-driven near-threshold SRAM.

IV. EXPERIMENTAL RESULTS

A. Bit Cell Sizing and Doping in Near-Threshold SRAM

We examine the area and energy of 6T and 8T bit cells when
is scaled down, robustness is maintained through sizing,

and delay is constrained to scale with logic. The analysis is per-
formed with and without the ability to individually adjust the
pass gate, pull down, and pull up device s. The isorobust-
ness bit cell sizings are plotted in Fig. 8. tuning dramat-
ically reduces the required bit cell area at low voltage.
is often set higher for pass gate devices than for pull down
devices to prevent read upset failures at superthreshold .
However, when is scaled to near-threshold voltages, this

selection makes the pass gates too weak for write robust-
ness. This effect is especially strong when the pass gates enter
subthreshold operation, but other devices are still in the near-
threshold regime. If is a fixed parameter set as a value op-
timized for superthreshold operation, then SRAM bit cells must
be sized by 400% at 500 mV, and voltage scaling to the sub-
threshold regions is not practical for isorobustness operation.
Tuning enables balancing of the SRAM failure modes. In
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Fig. 8. Bit cells can be sized up to maintain robustness when � is scaled.
The density of isorobustness subthreshold SRAM is improved when� tuning
is used.

Fig. 9. When bit cells are sized for robustness without � tuning, the en-
ergy benefits from isorobustness scaling of 65-nm SRAM to the near-threshold
region are limited because WL and BL capacitances from upsized devices are
prohibitive.

our study, the highest density, robust SRAM is achieved by in-
creasing pass gate to prevent read upset for near-threshold
SRAM. As is further scaled, the optimal pass gate
is lower because write failures become critical. When is
tuned, the robustness can be maintained in the 6T SRAM at 500
mV with a 40% area penalty. Across all voltages studied,
tuning with minimal sizing is sufficient to maintain robustness
in the 8T SRAM, enabling high-density low-voltage memory.

scaling from 1 to 500 mV reduces dynamic energy by
more than 50% for all bit cells studied, with a 61% reduction for
8T SRAM with tuning, as shown in Figs. 9 and 10. In our
study, we consider energy from the WL drivers, BL drivers, and
bit cells only. If other memory peripheries, such as the decoder
and sense amplifiers, are voltage scaled with the SRAM bit
cells, then energy gains greater than those reported are possible.
Without tuning and at low voltages, bit cells must be ag-
gressively sized to control relative device strengths under RDF
variation to maintain robustness. Device sizing substantially in-
creases WL and BL capacitances, thus reducing the energy ben-
efit of voltage scaling. For subthreshold robustness without

Fig. 10. When bit cells are sized and � is tuned for robustness, dynamic
energy can be reduced by as much as 83% in isorobustness SRAM using voltage
scaling.

tuning, devices must be sized up to a level where the energy ben-
efit is eliminated. When tuning is used, less dramatic sizing
is needed, keeping capacitance and energy lower. Using
tuning for near-threshold 550-mV SRAM reduces dynamic en-
ergy by 44% and 56% for 6T and 8T SRAMs, respectively, over
the fixed case. For 8T SRAM, isorobustness operation at
300 mV is obtained with little device sizing, and an 83% energy
reduction is achieved.

Above 500 mV, leakage energy per cycle is relatively con-
stant, whereas below 500 mV, leakage increases dramatically.
Although leakage power scales down linearly with ,
leakage energy per cycle is also proportional to delay, which
increases exponentially in the subthreshold region. Since dy-
namic energy decreases and leakage increases when is
scaled down, a minimum energy point is achieved at
some intermediate voltage [1]. As seen in Figs. 11 and
12, and are heavily dependent on the activity factor,
which we define as the average fraction of bit cells accessed
per cycle. For L1 caches, which are generally small with high
activity, the total energy is almost entirely dynamic, making
voltage scaling a desirable method for energy reduction. Based
on typical memory access patterns, an 8T eight-way 1 kB L1
cache could have an activity factor of and a of 450
mV. In L2 caches, which are larger with lower activity, the
benefits of voltage scaling are reduced and rises. A large
L2 cache could easily have an activity factor lower than ,
making voltage scaling below 850 mV detrimental.

B. Assist Circuits for Near-Threshold SRAM

Assist circuits can be used to increase SRAM robustness and
enable near-threshold operation. The dual- WL, negative
BL, and supply drooping assist circuits considered in this study
increase the SRAM stability by modifying control or supply
voltages during accesses. The voltage levels necessary for isoro-
bustness operation are shown in Fig. 13. Of the three write as-
sist circuits studied, only overdriven WL enables subthreshold
SRAM. A functional minimum-sized SRAM cell with no
tuning and an SRAM array of 300 mV requires a write
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Fig. 11. When bit cells are sized for robustness without � tuning, the supply
voltage for minimum energy computing is above 700 mV, because the large
device sizes needed to maintain robustness in near-threshold SRAM result in
large capacitances and switching energy.

Fig. 12. When bit cells are sized and� is tuned for robustness, 8T L1 caches
with high activity factor can benefit from voltage scaling to 300 mV.

WL voltage of 650 mV. This near-threshold WL voltage re-
quires additional access energy and precludes unaccessed bit
cells on the WL. Negative BL and supply drooping can keep
the robustness high when is scaled to 650 and 600 mV, re-
spectively. Below these voltages, the aggressive assist circuits
needed to maintain robustness disturb unaccessed bit cells. For
the negative BL scheme, when the BL is driven below GND for
a write, pass gates of unaccessed bitcells are turned partially on
and can cause erroneous writes. For unaccessed bit cells with
supply drooping, process variation and supply transients cause
the loss of state.

An underdriven WL helps to prevent read upset failures but
also reduces performance as shown in Fig. 14. At 500 mV, the
WL voltage must be reduced to 250 mV to have the same ro-
bustness as the unassisted bit cell with a 1 V supply, resulting in
a 200 increase in bit cell delay. This excessively large delay
also manifests itself as intolerable leakage energy as shown in
Fig. 15. As a result, when assisted SRAM circuits are scaled
to the near-threshold region, leakage energy dominates and the

Fig. 13. Assist circuits modulate SRAM voltages and can maintain robustness
as � is scaled down. Underdriving the WL during read prevents read upset.
Overdriving the WL during write can enable isorobustness subthreshold SRAM.
Negative BL and supply drooping disturb unaccessed bit cells below 600 mV.

Fig. 14. Delay of isorobustness 6T bit cells is significantly greater with read
assist than with sizing and doping.

Fig. 15. When assist circuits are used to maintain SRAM robustness, dynamic
energy can be reduced by 50% by halving � .

never falls below 600 mV, regardless of the activity factor.
The active energy for the three write assist circuits is almost the
same. The for all assist circuits is shown in Fig. 16.
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Fig. 16. When assist circuits are used to maintain SRAM robustness, � for
caches with high activity factor can be as low as 600 mV.

V. CONCLUSION

We compared 6T and 8T bit cells in various voltage domains
with an isorobustness condition. Our study is enabled by using
importance sampling to accurately calculate SRAM yield 50
million times faster than with Monte Carlo sampling. We find
that energy gains of 50% can be achieved for small caches by
halving to 500 mV with no decrease in robustness and
a small area overhead. At 300 mV, 8T SRAM with low
devices can deliver an 83% energy reduction over the nom-
inal case. For L1 caches, the supply voltage for minimum en-
ergy isorobustness operation can be as low as 300 mV, making
voltage scaling a desirable technique for low-energy computing.
Assist circuits can only enable isorobustness SRAM to scale
to 600 mV before delay and leakage become prohibitive. The
method shown in this paper assesses design tradeoffs in SRAM
quickly and accurately, allowing a designer to select an appro-
priate SRAM architecture and sizing.
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